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Statistics and machine learning are data-oriented tasks in which domain models are induced
from data. The bulk of research in these fields concentrates on inducing models from data archived
in computer databases; however, for many problem domains, human expertise forms an essential
part of the corpus of knowledge needed to construct models of the domain. The discipline of knowl-
edge engineering has focused on encoding the knowledge of experts in a form that can be encoded
into computational models of a domain. At present, knowledge engineering and machine learning
remain largely separate disciplines, yet, in many fields of endeavor, substantial human expertise
exists alongside data archives. When both data and domain knowledge are available, how can these
two resources effectively be combined to construct decision support systems?

This special issue of thiburnal of Machine Learning Researatliows researchers to communi-
cate their work on integrating domain knowledge with data (knowledge-data fusion; theory revision;
theory refinement) to a general machine-learning audience. The issue was conceived during a work-
shop on knowledge-data fusion held at Stanford University in June 2000 as part of the UAI 2000
conference.

Of the 21 papers submitted for this special issue, four were selected:

Combining Knowledge from Different Sources in Causal Probabilistic Mobglslarek Druzdzel
and Francisco 2z, discusses the risks in using different sources for the parameters of a Bayesian
network; for example, parameters based on different subpopulations. Furthermore, they provide
graphical criteria for determining when knowledge from different sources can be safely combined
to produce a general population model.
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In Preference Elicitation via Theory RefinemeReter Haddawy, Vu Ha, Angelo Restificar,
Benjamin Geisler, and John Miyamoto express decision-theoretic user preferences as propositional
Horn clauses, from which a knowledge-based neural network is built. The network is then refined
with training examples such as numeric ratings and answers to standard-gamble questions.

Fusion of Domain Knowledge with Data for Structural Learning in Object Oriented Domains
by Helge Langseth and Thomas Nielsen describes a method for doing structural learning in object-
oriented domains. Their approach, which is based on the object-oriented Bayes-net framework,
captures domain knowledge such as subclass-superclass hierarchies.

The final paperAn Empirical Study of the use of Relevance Information in Inductive Logic Pro-
grammingby Ashwin Srinivasan, Ross King and Michael Bain, demonstrates that the construction
of models by inductive logic programming can be improved substantially when the background-
knowledge clauses are ordered according to their relevance to a given induction problem.

In addition to thanking the authors for the time and effort of their contributions, we would like
to thank Karin Bierig, who proofed the papers for this issue and provided camera-ready copy for
JMLR.
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